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Job nane . . . . . . . . . . QSYSWRKJIOB User . . . . . . : QPGVR Nunmber . . . . . . . . . . . 013922
Job description . . . . . . : Q@SYSVWRK Library . . . . . : @Q@sYsS
MsGE D TYPE SEV DATE TI VE FROM PGM LI BRARY I NST TO PGM LI BRARY I NST
CPF1124 I nformation 00 19/01/09 21:07:15.667328 QMPII PP @YS 066E * EXT *N
Message . . . . Job 013922/ QPGVR/ SYSWRKJOB started on 19/01/09 at
21:06:55 in subsystem QSYSWRK in QSYS. Job entered systemon 19/01/09 at
21: 06: 55.
* NONE Request 19/01/09 21:07:15.874304 QATMCVNL *N QD @YS 0194
Fromuser . . . . .o QYS
Message . . . . CSYS/CALL Q@YS/ QADSYWRK
CPI 907F I nformation 10 19/01/09 21:11:13.635176 QOKSIBCP @@YS 0268 QNDSYWRK @YS 0001
Message . . . . Shadow controller job was not started
Cause . . . . . : There are no supplier or collector systens defined for
directory shadowi ng on your system Therefore the shadow controller job
@I RSHDCTL did not start. Recovery . . . : To have directory shadow ng

active on your system use the Work with Directory Shadow ng {WRKDI RSHD}
command to add supplier or collector systems. Then run the Start Directory
Shadow { STRDI RSHD} conmmand again to start the shadow controller job.

Techni cal description . . . Lo The shadow controller job controls
when supplier systens start supply|ng data to your system and al so does
cleanup of directory files after a collector systemhas collected data from
your system

CPF1164 Conpl eti on 00 19/01/09 21:11:18.678472 QANTMCEQJ Ys ooD7 *EXT *N
Message . . . . Job 013922/ QPGVR/ @GSYSWRKJOB ended on 19/01/09 at 21:11:18;
1 seconds used; end code O
Cause . . . . . : Job 013922/ QPGVR/ QSYSWRKJOB conpl eted on 19/01/09 at

21:11:18 after it used 1 seconds processing unit tine. The job had ending
code 0. The job ended after 1 routing steps with a secondary endi ng code of
0. The job ending codes and their neanings are as follows: 0 - The job
conpleted normally. 10 - The job conpleted normally during controlled ending
or controlled subsystemending. 20 - The job exceeded end severity {ENDSEV
job attribute}. 30 - The job ended abnornally. 40 - The job ended before
becom ng active. 50 - The job ended while the job was active. 60 - The
subsystem ended abnormally while the job was active. 70 - The system ended
abnormally while the job was active. 80 - The job ended { ENDJOBABN conmand}.
90 - The job was forced to end after the tinme limt ended { ENDJOBABN
command}. Recovery . . . : For nore information, see the Wrk Managenent
topic in the Information Center,

http://ww. i bm com eserver/iseries/infocenter



